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Abstract

The annual energy budget of the Arctic Ocean is characterized by a net heat loss at the air-sea

interface that is balanced by oceanic heat transport into the Arctic. The energy loss at the air-sea

interface is due to the Combined effects of radiative, sensible, and latent heat fluxes. The inflow of

heat by the ocean can be divided into two components: the transport of water masses of different

temperatures between the Arctic and the Atlantic and Pacific Oceans and the export of sea ice,

primarily through Fram Strait. Two 150-year simulations (1950-2099) of a global climate model

are used to examine how this balance might change if atmospheric greenhouse gases (GHGs)

increase. One is a control simulation for the present climate with constant 1950 atmospheric

composition, and the other is a transient experiment with observed GHGs from 1950 to 1990 and

0.5% annual compounded increases of CO2 after 1990. For the present climate the model agrees

well with observations of radiative fluxes at the top of the atmosphere, atmospheric advective

energy transport into the Arctic, and surface air temperature. It also simulates the seasonal cycle

and summer increase of cloud cover and the seasonal cycle of sea-ice cover. In addition, the

changes in high-latitude surface air temperature and sea-ice cover in the GHG experiment are

consistent with observed changes during the last 40 and 20 years, respectively.

Relative to the control, the last 50-year period of the GHG experiment indicates that even though

the net annual incident solar radiation at the surface decreases by 4.6 Wm -2 (because of greater

cloud cover and increased cloud optical depth), the absorbed solar radiation increases by 2.8 Wm 2

(because of less sea ice). Increased cloud cover and warmer air also cause increased downward

thermal radiation at the surface so that the net radiation into the ocean increases by 5.0 Wm -2. The

annual increase in radiation into the ocean, however, is compensated by larger increases in sensible

and latent heat fluxes out of the ocean. Although the net energy loss from the ocean surface

increases by 0.8 Wm -2, this is less than the interannual variability, and the increase may not indicate

a long-term trend.

The seasonal cycle of heat fluxes is significantly enhanced. The downward surface heat flux
• * • -2 • • *

increases m summer (maximum of i9 Wm or 23% m June) whale the upward heat flux increases

in winter (maximum of 16 Wm a or 28% in November). The increased downward flux in summer is

due to a combination of increases in absorbed solar and thermal radiation and smaller losses of

sensible and latent heat. The increased heat loss in winter is due to increased sensible and latent

heat fluxes, which in turn are due to reduced sea-ice cover. On the other hand, the seasonal cycle

of surface air temperature is damped, as there is a large increase in winter temperature but little

change in summer.



1.Introduction

TheArctic regionis oneof thekey areasin trying to understandhow climatemight changein
thefuturebecauseit is wherethepowerfulice-albedofeedbackmechanismoperates.This feedback
leadsmost global climate modelsto find enhancedwarming in the NorthernHemispherepolar
regionsin transientstudieswith increasingatmosphericgreenhousegases(Houghtonet al., 1996).
Although thereare someobservationalrecordsto identify trendsin partsof the Arctic Ocean,
satellitedatasetsareonly twodecadesold,andthereis generallynotenoughlong-terminformation
to determinewhetherthe trendsarepartof naturaldecadalvariability or arethe manifestationof
climatechange.Globalclimatemodelshavethepotentialto addressthisquestionbecausetheycan
simulatelong-termtrends. Serrezeet al. (2000)addresssomeof theseissuesin their summaryof
studiesthatdocumentrecentchangein thenorthernhigh-latitudeenvironment.

Oneof theearlieststudiesto quantifythevariouscomponents(bothradiativeandturbulent)of
theArctic energybudgetwasthat of Fletcher(1965). Heusedacombinationof observationsand
resultsfrom otherstudiesto compileenergybudgetsfor theArctic Basinat the surfaceandat the
top of the atmosphere(TOA). Nakamuraand Oort (1988) used a combinationof satellites,
rawinsondes,andmodelsto calculatetheatmosphericheatbudgetof bothpolar regions. Masuda
(1990)confirmedtheir resultsfor thenorthpolarcapusingan independentanalysisbasedondata
producedby the EuropeanCentre for Medium-RangeWeatherForecasts(ECMWF). The
availabilityof polarorbiting satellitesduringthe last20 yearshashelpedin compilingbetterdata
setsof the Arctic radiativefluxes,both at the surfaceandat the TOA. However,therearestill
uncertaintiesin thesefluxes, in partbecauseof the natureof the observationsthemselves,andin
partbecauseof thealgorithmsusedto convertsatelliteradiancesinto flux quantities.Chiacchioet
al. (2001)and Key et al. (1996)have addressedsomeof theseproblemsby comparingseveral
differentalgorithmsfor thedownwardlongwaveflux at thesurfacein winter. More recently,there
havebeenregionalexperimentsto investigatethevariouscomponentsof theenergybudget. One
suchexperiment,the SurfaceHeatBudgetof theArctic Ocean(SHEBA),wasconductednorthof
Alaskafor a one yearperiodbetweenOctober,1997and October,1998(Andreaset al., 1999;
Perovichetal., 1999;Curry etal.,2000).

Therehave been many studiesof the Arctic region basedon models ranging from one-
dimensionalcolumnmodelsthroughthree-dimensionalcoupledatmosphere-oceanmodels.Taoet
al. (I 996)foundthatmostof thethree-dimensionalatmosphericmodelshada3 degreewarmbias
in thesummerandthatmostof themodelsdid apoorjob of simulatingtheseasonalcycleof cloud
cover. Both sea-surfacetemperatureand sea-icecoverwereprescribedin their study. Another
recentinter-comparisonstudyby Gateset al. (1999)comparedthe outputsof 31 differentglobal
modelsto prescribedsurfaceconditionsfor a 10-yearperiod. Rinkeet al. (2000)comparedtwo
differentregionalclimatemodelsfor theArctic andfounddistinctdifferencesbetweenthem. The
Arctic is a regionof greatconcernbecauseof thefeedbacksthat existandthepotentialimpactof
thesefeedbacksonglobalclimatechange.Unfortunately,thecomplexityof thesefeedbacksmakes
theregiona difficult oneto model,andtheremotenessof theregionhaslimited theobservations.
Randallet al. (1998) provide a good overviewof the difficulties of modelingthesecomplex
interactions.



Thepurposeof thispaperis to understandhowtheArctic energybudgetmightchangein the
futurein responsetoincreasesof atmosphericgreenhousegasesandto understandtherelationships
amongthedifferentclimatevariablesthatmightchange.This isaccomplishedbyusingtwo 150-
yearsimulationsfrom theglobalclimatemodelof Russelletal. (1995).Thefirst simulationisa
controlwith constant1950atmosphericcomposition,andthesecondis aGHGexperimentwith
observedgreenhousegasconcentrationsfrom 1950to 1990andcompounded0.5%annual
increasesin CO2after 1990.Thesesimulationsarethesameasthoseusedby Miller andRussell
(2000)toexaminetheArctic freshwaterbudget.Russellet al. (2000)andLucarini andRussell
(200I) concludedthatthesemodelsimulationsfaithfully representactualclimatechangesduring
thepast40yearsin theNorthernHemisphere.Theclimatemodelis describedin thenextsection.
Theannualchangesin theenergybudgetaregivenin Section3, andtheseasonalchangesin
Section4. Section5containsadiscussionandconclusions.An Appendix onmodelvalidation
providesthereaderwith someinsighton how well themodelsimulatesthepresentclimate.

2.Theglobalclimatemodel

Theglobalsynchronouslycoupledatmosphere-oceanmodelusedin thisstudywasdevelopedby
Russellet al. (1995)for climatestudiesatdecadeto centurytimescales.Thereare9 verticallayers
in theatmosphereand13in theocean.Thehorizontalresolutionfor boththeatmosphereandocean
is 40in latitudeby 5° in longitude.Theresolutionfor heat,watervapor,andsalt is finer thanthe
grid resolutionbecausethosequantitieshavebothmeansanddirectionalgradientsinsideeachgrid
cell. Atmosphericcondensationandoceanverticalmixing areperformedon 2° x 2.5° horizontal
resolution.The modelhasseveralnew featuresincludinga newgroundhydrologyscheme,four
thermodynamiclayersfor glacial ice and seaice, advectionof sea1_ce,glacial ice calvingoff
Antarcticabut not in the NorthernHemisphere,andthe k-profile pararneterization(KPP)ocean
verticalmixing schemeof Largeet al. (1994). Sincethemodeldoesnotuseflux adjustments,there
is someclimatedrift. To reduceits effect,predictedmodelchangesarebasedOnthe=subtractionof
thecontrolsimulationfrom thetransientGHGexperiment.

Unlike rigid-lid oceanmodels,thepresentoceanmodelconservesmassandnot volume,hasa
freesurface,anddoesnot usetheBoussinesqapproximation.The modelconservesmassof salt

globally at ali times and uses natural boundary conditions for precipitation, evaporation, and river

flow. The model transports mass, salt and heat through 12 sub-resolution straits including the

Nares Strait on the west side of Greenland. Continental runoff and glacial ice melting eventually

find their way back to the oceans via a river network based on Miller et al. (1994). For this study

the area of the Arctic Ocean is 107 km 2 which is the same as that in Miller and Russell (2000). It

does not include the Greenland-Iceland-Norwegian Sea nor Baffin Bay.

If the net mass crossing an interface by some process is zero, then the net energy transfer by that

process can be measured without assuming anything about energy reference levels. If the net mass

crossing an interface is not zero, then the energy transfer depends upon the assumed energy

reference level, i.e. the zero reference temperature and the zero reference phase from which the



energy is measured.Hence, radiative transferand sensibleheatingcan be measuredwithout
requiringanyassumptionsaboutenergyreferencelevels,but transportandevaporationdo require
it. The(zero)energyreferencelevel for theatmosphere-oceanmodelis 0°K for dry air and0°Cfor
liquid water.Geopotentialenergyis measuredfrom meansealevel. Theenergycontentof water
vaporcontainsits positivelatentheatwhereastheenergycontentof snowor seaice is negativeand
isequalto theenergyrequiredto warmit to 0°Candmelt it to liquid water.

3. Changesin annualenergybudget

In this sectionweexaminechangesin theannualenergybudgetof theArctic Oceanbetween
theGHGexperimentandthecontrolsimulation. Sincecloudsandseaicehaveasignificant
impacton theenergybudget,their changesduringthe 150-yearsimulationsareexaminedfirst.
Figure 1andTable 1showthat cloudsareincreasingin theGHGexperiment,with thegreatest
changesin the last50years.Most cloudsandmostcloudchangesaredueto low clouds,defined
in themodelasthosecloudsbetween740mb andthesurface.Althoughthemodeldoesallow
cloudsto form simultaneouslyatall levels,modeldiagnosticsreportonly thehighestcloudsat
eachtimestep. Hence,low cloudamountsgivenin Table 1area lowerboundbecauseonlythe
highcloudis countedwhenbothhighandlow cloudsarepresent.For thecontrolsimulation,the
meanannualcloudcovervariesbetween60and65%.

Both cloudchangesandsea-icecoverchangeshaveimportanteffectson theradiationbudget
of theArctic Ocean.Figure2 showsthatsea-icecoveris decreasingin theGHGexperiment.
Themodel'srateof decreaseis consistentwith theobservedrateof decreasein theNorthern
Hemispherefoundby Parkinsonet al. (1999)andCavalieriet al. (1997)for the lasttwo decades
andwith AMIP (seeFig. 2 for reference)for thelast four decadesof the20thcentury.Table 1
showsthatthereis alsoa significantdecreasein sea-icemassperunit areain theGHG
experiment.Sea-icemasscanbeconvertedto sea-icethicknessbydividing by themodel'ssea-
icedensitywhich is assumedto be910kg m3. Althoughthereis somedrift in themodel'smean
annualsea-icecoverfor thepresentclimatebecauseit increasesfrom 86%atthebeginningto
88%attheendof thecontrol simulation,theeffectof thedrift is mitigatedby examiningthe
differencesbetweentheGHGandcontrolsimulations.Themodel'sannualexportof sea-ice
from theArctic Oceanproducesanenergyimport of 1.6Wm-zwhichdecreasesby0.7Wm-zat
theendof theGHGexperiment.

Themeanannualcomponentsof theenergybudgetaregivenin Table2 with apositivesign
denotingadownwardvertical flux or aninwardhorizontalflux into theArctic. Thelong-term
changesin theradiativefluxesareshownin Fig.3. Heatingratechangescited in this sectionare
thedifferencebetweenthelast50yearsof theGHGexperimentandthecontrolsimulation.At
thetopof theatmosphere(TOA) increasedcloudscausegreateratmosphericreflection,but that
is morethancompensatedby lesssurfacereflectionbecauseof reducedsea-icecover. Thus,Fig.
3ashowsthatplanetaryalbedodecreases,andplanetaryabsorptionof solarradiationincreasesby
3.2Wm -2. Increased low clouds, which are often warmer than the surface, cause greater thermal

emission to space (Fig. 3b) by 1.4 Wm -z, yet the change in net radiation at the TOA in the GHG



experiment(Fig. 3c) is still positivedownwardby 1.7Wm "2, This is slightly less than the

model's global value of 1.8 Wm 2.

Within the atmosphere, increased clouds cause atmospheric absorption of solar radiation to• - ...... 2
increase by 0.4 Wm while thermal emission increases nine-fold to 3.7 Wm . Increased clouds

reduce atmospheric transmission, so that solar radiation incident on the surface (Fig. 4a)

decreases by 4.6 Wm 2. Nevertheless, Fig. 4b shows that solar radiation absorbed by the surface

increases by 2.8 Wm -2 because of decreased sea-ice cover. Clouds and increased surface air

temperature increase net thermal radiation into the surface (Fig. 4c) by 2.2 Wm 2 so that the total

radiation there (Fig. 4d) increases by 5.0 Wm -2. For the control simulation, there is no discernible

drift in incident solar radiation at the surface (Fig. 4a), but there are downward drifts in both solar

radiation absorbed by the surface (Fig. 4b) and net thermal radiation leaving the surface (Fig. 4c),

consistent with the control's increasing sea-ice cover. For the GHG experiment, greater upward

fluxes of sensible heat (2.9 Wm 2) and latent heat (2.6 Win2), and more snowfall (0.2 Wm "2) are

balanced by greater emission of radiation from the atmosphere (3.2 Wm 2) and reduced atmospheric

transport of heat into the Arctic air (2.5 Wm-2).

These trends are significant for the radiation change_ for each individual component of the

surface energy fluxes, and for sea-ice energy transport, whereas, for totaI s_urface heat flux and

ocean heattrahsport, interannual variability _xdeeds the'separation betw_ the co nt{o]-and GHG

simulations. Although both Fig. 5 and Table 2 show that the net loss of heat from the surface has

increased for the last 50-years of the GHG e_-pein_rndnt relativeto (h-econtr_tiaeopposite occurs in

the period from 2000 to 2049. It is not clear from these simulations whether this is a trend or just

natural variability. The results show that the advective heat loss due to reduced sea-ice export is

nearly the same as the gain due to increased liquid heat import. Hence, there is little net change in

total oceanic transport of heat into the Arctic Ocean. The interannual variability of ocean liquid heat

transport is also high, and its change at the end of the GHG simulation shown in Table 1 might not

represent a trend.
-- " - :_ 2 _ £ - :

To summarize the mean-annual results, increased cloud cover and decreased sea-ice cover

in the GHG experiment affect all components of the radiation and surface energy budgets.

Greater cloud cover increases atmospheric reflection and absorption and decreases atmospheric

transmission of solar radiation. Concurrently, atmospheric thermal emission, both upward and

downward, increases. In spite of a decrease of solar radiation incident on the surface, absorption

increases owing to reduced sea-ice cover. Net thermal radiation also increases into the surface.

Reduced sea-ice cover causes turbulent fluxes to increase upward. Although the net upward

summation of all surface fluxes increases marginally during the last 50 years of the GHG

experiment, this may not be the result of climate change.

4. Changes in seasonal energy budget

Of perhaps greater interest than changes in the mean annual energy budget discussed in

Section 3 are seasonal changes in the components of the energy budget. Seasonal changes in



polarregionsareparticularlystriking becauseof theabsenceof solarradiationduringwinter.
Tables3 and4 showtheJanuaryandJulychangesfor thevariouscomponentsof theenergy
budgetover theArctic Ocean.Theheatingratechangescitedin this sectionarefor the last50
yearsof thesimulationsandareshownin thelastcolumnof thesetables.

As in Section3, we first showhowcloudsandsea-icecoverchangesothat wecanbetter
understandhow theyaffectthecomponentsof theenergybudget.Cloudsplayamajorrole in
reducingatmospherictransmissionfor bothsolarandthermalradiation.Fig. 6 showsthatcloud
coverincreasessignificantly in winterin theGHGexperiment,but thereis little changein
summer.Thecloudopticaldepthincreasesin all months,but winter increasesarelarger. Figure
7 comparesthemonthly seaice-coverfor thecontrolandGHGexperiment.Seaicecoversless
of theoceanin theGHGexperimentduringall monthswith the largestdecrease(from 67%to
45%)occurringin September.In Januarytheamountof openwaterdoublesfrom 5%to 10%.

Changesin seasonalsolarfluxes (Fig. 8)aresimilar to thosein annualsolarfluxes takinginto
considerationthatincidentsolarradiationat theTOA variesfrom nearlyzeroin Decemberto 505
Wm2 in June.Figure8 showsthattheabsorbedsolarradiationat theTOA increasesin all
monthsin theGHG experiment.Eventhoughtheincidentsolarradiationattheseasurface
decreasesin all months(notshown),theabsorbedsolarradiationatthesurfaceincreasesin all
months.Thechangesin theseasonalcyclesof bothsea-icecover(greaterreductionin summer)
andclouds(morein winter) enhancetheabsorptionof solarradiationat theTOA andatthe
surface,morethan if sea-iceandcloudchangesweredistributeduniformly throughouttheyear.

Changesin seasonalthermalfluxes (Fig.9) requireexplanations.In winter, thecloudlayeris
warmerthanboth thesurfaceandtheupperatmosphere.Becausetherearemoreclouds,
atmosphericthermalemissionincreases(6.4Wm-') sendingits radiationbothupwardand
downward.OutgoingthermalradiationattheTOA increasesby 3.2Wm-2.Upwardthermal
radiationat thesurfaceincreasesfor two reasonsin winter:thereis moreopenwaterwhoseocean
temperatureis considerablywarmerthanthatof sea-iceandthesurfacetemperatureof seaiceis
warmerin theGHGexperiment.Nevertheless,downwardthermalradiationstill dominatesat the
surfaceandthenetupwardemissiondecreasesby 3.2Wm"2.In summer,thetemperaturecontrast
betweenoceanandicedisappearsandthe surfaceis warmerthanthecloudlayerlThesmall
increasein cloud optical thicknessfurther insulatesthewarmsurfacefrom outerspacewhile
hardlychangingthenetatmosphericthermalemission.Upwardthermalradiationdecreasesby

-2 -2 •
1.0 Wm at the TOA and by 0.9 Wm at the surface m summer.

The changes in atmospheric energy transport into the Arctic in the GHG experiment are

different between winter and summer (Tables 3-4). The transport is reduced in winter, in part

because the significantly higher polar surface air temperature weakens the wintertime pole to

equator temperature gradient. The transport is higher in summer because the gradient is stronger.

Although the atmospheric transports in the Arctic respond to changes in other processes, it is also

likely that they participate in driving some of the Arctic changes.

Figure 10 shows the net heating at the surface. During winter, the net heat loss out of the



Arctic Oceanincreasesby 10to 16Wm2, andduringsummertheflux into theoceanincreasesby
almost20Wm-2in June.As notedin section3 (Fig. 5 andTable2), thevariability in mean
annualnetheatingof theoceansurfacebetweenthethreedifferent50-yearperiodsof theGHG
experimentmakesit difficult to determinewhetherthereis a long-termtrend. This is in contrast
to theunambiguousseasonalchangesin netsurfaceheatingwheretheseasonalcycle is
significantlyenhanced.The reductionof upwardsurfaceheatflux by radiation,in January(Table

• r c -2 . -23), is overwhelmed by increases of the othe omponents (8.4 Wm by sensible heat, 5.2 Wm
-2 ......

by latent heat, 0.7 Wm by prempttatlon heat). The turbulent fluxes m winter are proportional to

the open water fraction; both the fluxes and open water nearly double in January. In July (Table

4), the warmer, moister Arctic air reduces the effectiveness of the turbulent fluxes, and their

small changes are now additive to the increased solar absorption.

Figure 11 shows that the ocean liquid heat transport into the Arctic Ocean increases in all

months in the GHG experiment with the largest increases (15%) occurring in July, November

and December. However, there is no significant change in total ocean heat transport because the

increase in liquid transport is opposed by a decrease in sea-ice heat transport. Table 3 shows that

the changes are almost exactly offsetting in January but that the change in liquid transport is

higher in summer. The other component of the water transport is due to river flow. Tables 3 and

4 show that the changes in heat transport due to river flow are small in both January and July.

The seasonal results can be summarized as follows. Cloud cover (except in summer) and

cloud optical depth increase while sea-ice cover decreases in all seasons. The reduced sea-ice

cover causes absorbed solar radiation into the ocean to increase in summer and upward turbulent

fluxes to increase in winter, both of which enhance the seasonal cycle of Surface energy fluxes. In

winter, when the cloud layer is warmer than the temperature above and below it, increased cloud

cover causes thermal radiation to enhance the radiative seasonal cycle at the TOA but to reduce

the enhancement of upward surface fluxes which are dominated by the turbulent fluxes. In

summer, greater cloud optical thickness insulates the surface from space. This reduces net

upward thermal radiation whose change is now additive to the increased solar radiation which

dominates. The warmer, moister surface air also reduces the upward turbulent fluxes. Thus, each

term of the TOA and surface fluxes enhances the seasonal cycle in summer. The ultimate fate of

the annual surface energy budget will depend upon which of the seasonal trends is larger. This

depends on the magnitude of the trends and on the number of months during which they occur. It

presently appears that the winter trends are smaller, but extend over more months.

5. Discussion and conclusions

The simulations in this paper are the same as those used to examine potential changes in the

Arctic freshwater and mass budgets (Miller and Russell, 2000). In the GHG experiment there are

net increases of river flow, precipitation, and evaporation and net decreases of sea-ice cover and

sea-ice export from the Arctic Ocean. As shown here, the net decrease in sea-ice export leads to a

net reduction in total oceanic heat flux into the Arctic Ocean because the heat content of sea ice is

negative.



Themeanannualresultsandseasonalresultsaresummarizedin thelastparagraphs of Sections 3

and 4. Changes in the mean annual components of the energy budget and related variables are the

sum of seasonal changes that are often quite different, and in some cases, of opposite sign. The

amplitudes of the seasonal cycles of the following variables increase in the GHG experiment: sea-

ice cover, solar radiation absorbed at TOA and surface, net radiation at TOA, turbulent heat fluxes,

and net heating at the surface. Other variables whose amplitudes decrease include cloud cover,

atmospheric poleward heat transport, and surface-air temperature. When the mean annual change is

the difference between large seasonal changes of the same magnitude, but opposite sign, it may be

difficult to determine the mean annual change. An example of this is the net heating at the surface

for which there is a significant increase of heat into the ocean in summer and out of the ocean in

winter. The GHG experiment, however, does not allow one to conclusively determine whether

there is a net change or trend in the mean annual surface heating.

Changes in surface air temperature are closely related to changes in the energy budget. Table 1

shows that the mean annual surface air temperature increases by 3.4 ° C during the last 50-year

period of the GHG experiment, and Fig. 12 shows that it increases in all months. It does not,

however increase uniformly in all months. The increases are up to 6 degrees in winter, smaller in

spring and autumn, and quite small in summer. Although the changes in surface air temperature

occur in response to changes in local heating and larger scale changes in atmospheric circulation,

much of the increase in the GHG experiment can be explained by local processes. The increased

amplitude of the annual cycle of net surface heating is consistent with the reduced amplitude for

surface air temperature. The increased heat flux from the ocean in winter increases the surface air

temperature significantly while the increased heat flux into the ocean in summer has little effect on

the summer air temperature.

Serreze et al. (2000) indicate that most climate models find the greatest Arctic warming in

autumn and winter, but observations show greater wanning from winter through early summer,

presumably because of increased atmospheric heat flux into the region. The atmospheric heat

transport into the Arctic does increase in summer in the GHG experiment, but it does not cause

much change in the surface air temperature, which is constrained by the presence of sea ice and

surface ocean temperatures that can not increase much above the freezing point. The model

indicates that the large increases in winter are primarily due to local processes. In fact, the model's

decreased atmospheric heat transport into the Arctic in winter tends to reduce the warming. Serreze

et al. (2000) are careful to point out that change in the Arctic is still difficult to observe for many

reasons. There are few data in many regions, the changes that have occurred during the last 40 years

occur in part because of changes in the North Atlantic Oscillation (NAO), and some of the data are

difficult to interpret.

The changes in the model's surface air temperature in the GHG experiment are discussed in

greater detail in Russell et al. (2000) and in Lucarini and Russell (2001). They showed that the

model's surface air temperature and pressure changes during the last 40 years are well correlated

with observed changes in the Northern Hemisphere winter. The model does show an increase in

the NAO index during this period, but its magnitude is smaller than the observed increase.



Therearemanycomplexinteractionsamongradiation,clouds,andthesurfacein theArctic
Ocean.Althoughsomeof theseinteractionshavebeendiscussedin thispaper,therearemany
othersthatareconsideredin acomprehensivetreatmentbyFletcher(1965).Henotesthatsolar
radiationreflectedupwardfrom thesurfacein summerisreflectedbackdownwardby clouds;the
diffusecomponentof solarradiationis oftensignificantlyhigherthanthedirect component;and
themeltof snowandiceandthesubsequentpuddlingof liquid wateronseaicecansignificantly
alterthesurfacealbedoin summer.Themodeldoesaccountfor downwardreflectionof sunlight
bycloudanddoesdistinguishbetweendirectanddiffuseradiation,butwehavenotquantified
theseeffects. Themodel,however,doesnot includepuddling,which meansthatthemodel's
surfacealbedois likely to besomewhattoohigh in thesummer.In themodel,thesurfacealbedo
of sea-icedecreasesto 45% afterthesnowhasmelted. A portion of the model's lower than

observed surface-air temperature in summer could be caused by a surface albedo that is too high.

It is difficult to sort out all the related feedbacks that interact to produce the changes in the

components of the energy budgets in the GHG experiment. For sea-ice alone there are Seasonally

varying changes in albedo, thickness, and geographic coverage. For clouds there are seasonally

varying changes in total cloud cover, high and low clouds, and optical depth. In addition, there is an

increase in atmospheric water vapor with the largest increase occurring in summer. Changes in

these variables affect the surface radiative and turbulent fluxes. One example of the competing
interactions between sea ice and clouds is the increase in absorbed solar radiation at the TOA and

surface in the GHG experiment. At the TOA the absorbed solar radiation increases in spite of the
increased reflectivity of the atmosphere (more clouds). At the surface reduced sea-ice cover

accounts for the absorbed solar radiation increasing in spite of a decrease in incident solar radiation.

Rind et al. (1995, 1997) used a very different model to determine how the sea-ice albedo

feedback mechanism interacts with other feedbacks, particularly those related to clouds and water

vapor. They found that the total effect of sea ice, including feedbacks, accounted for about one

third of the global change in surface air temperature in a doubled CO2 simulation. They also found

that the effect was four times larger than an analysis that left out cloud and water vapor feedbacks
that resulted from changes in sea-ice cover. The GHG results here are consistent with their results

in winter when the largest increase in surface air temperature occurs, in part, because increased

clouds and water vapor enhance the surface warming in winter.

We believe that the internal self-consistency of the model and the ability to compare the results

here with the changes in the hydrologic cycle discussed in Miller and Russell (2000) help to frame

some of the questions related to potential climate change in the Arctic region. In light of the many

difficulties in both observing and modeling the Arctic region, we hope that other climate modelers

will focus on potential changes in the Arctic energy budget to determine whether their results are

similar to or significantly different from those presented here. The results in this paper are for the

entire Arctic Ocean. We have not examined spatial variability within the Arctic, but the changes

identified in this paper are generally more pronounced at sea-ice boundaries and in the Barents Sea.



APPENDIX:Validationof ControlSimulationfor PresentClimate

Reliable observationsof most geophysicalquantitiesin the Arctic are lacking so model
validationis difficult. In thissectionweprovideinformationaboutthemodel'scontrolsimulation
to providesomeindicationof howwell themodelrepresentsthevariouscomponentsof theenergy
budget. Of all the componentsof the Arctic energybudget,thosefor which we havethe most
reliableobservationsare the TOA radiativefluxes. Figures8 and 9 show that the model is in

.... generaliygoodagreementwith thesatelliteobservationsfromERBE. Our resultscanbecompared
with thoseof Nakamuraand Oort (1988)who usea combinationof satellites,rawinsondes,and
models to compile an Arctic energybudgetand with the analysisof Masuda(1990). The
comparisonis not exactbecauseour studyis for theArctic Oceanandtheirswasfor the latitude
bandbetween70 and90north. TheabsorbedsolarradiationattheTOA in our studyis maximum
in summerat235Wmz comparedtoNakamuraandOort's210Wm2.

BasedonTable2 thecontrolsimulation'snetannualradiationinto theArctic Oceanis
13.6 W m -2. The results for the net annual radiative fluxes at the surface are within 10 Wm -2 of the

observations of Nakamura and Oort (1988). The surface radiative fluxes are difficult to observe,

particularly thermal radiation. Beesley et al. (2000) indicate that there can be model errors of 10
Wm 2 in the downward thermal radiation in winter when low clouds are present. Chiacchio et al.

(2001) and Key et al. (1996) compare several different methods for retrieving downward thermal
fluxes in winter and find biases ranging from -34 Wm 2 to nearly zero. Chiacchio et al. (2001)

conclude that the possible sources of errors include clouds that are too thin, lack of cloud overlap

techniques, incomplete parameterizations, and inconsistencies between surface and satellite

measurements. Schweiger and Key (1994) find errors up to 20 Wm -2 between different observations

of net surface radiation.

Many global climate models do a poor job of representing the seasonal cycle of cloud cover in

the Arctic Ocean (Tao et al., 1996). The model used here does successfully capture the seasonal

cycle of cloud cover as shown in Fig. 6. For the control, the cloud optical depth varies between 3 in

winter and 13 in summer. Using observations of Arctic clouds, Kukla and Robinson (1988) found

a range of 2 to 25 for optical depth, and Curry and Ebert (1992) obtained values between 2 and 8

when weighted by cloud fraction.

Beesley and Moritz (1999) addressed the interesting question of why the Arctic cloud cover

increases in summer. They used a radiative-turbulent column model to investigate three

hypotheses: 1) advection from the land mass of air masses of higher specific humidity than over the

pack ice, 2) evaporation at the surface of the pack ice, and 3) a temperature dependent formation

and precipitation of atmospheric ice. Their model suggests that the third hypothesis is important in

the increase in summertime cloudiness. An observational study by Kukla and Robinson (1988)

tends to support the first hypothesis. Our model allows us to comment on the first two hypotheses,

and although the third process is included, too, we cannot easily identify its effects. For the control

simulation, 44% of the precipitation is derived from local evaporation and 56% is derived from

atmospheric moisture advection into the Arctic. For the GHG experiment, this shifts to about 50%

for each.



Table 2 shows that the net heat into the surface in the control is -10.35 Wm -2 (i.e., away from the

surface). The upward sensible and latent heat fluxes are of comparable magnitude (11.5 and 9.8
-2 ..... 2 . •

Wm ) and the energy of precipitation (snow) Is 2.7 Wm . The control run is not m balance as

m&cated by the net energy change (0.44 Wm _. m Table 2. The model s mean annual atmospheric
heat transport into the Arctic region (103 Win- ) is also consistent with Nakamura and Oort's 98

-2 , -2 . ,
Wm and with the value of 102 Wm found by Masuda (1990)• As shown in Table 2, the model s

.... 2 • .

oceanic heat transport for the present chmate is 10.7 Wm (9.1 ocean hqmd transport and 1.6 sea-

ice transport) which is in good agreement with the observations of Aagaard and Greisman (1975).

The model's seasonal cycle of sea-ice cover indicates that there is too much sea ice in all months in

comparison with the AMIP observations (Fig. 7). The model's seasonal cycle of surface air

temperature is in good agreement with observations (Fig. 12) although somewhat too low in

summer.
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FigureCaptions.

Figure1. Meanannualcloudcoverfor Arctic Oceanfor controlandGHGexperiment.
Figure2. Sea-icecoverfor controlandGHGexperiment.FortheobservationsGSFC(Goddard
SpaceFlightCenter)is from Cavalieriet al. (1997)andtheAMIP valuescanbedownloadedfrom
http://www-pcmdi.tlnl.gov/amip2/AMIP2EXPDSN/BCS/amipobs_dwnld.html.
Figure3.Topof theatmosphereradiationbudgetfor Arctic Oceanfor controlandGHGexperiment
for (a)absorbedsolar,(b)outgoingthermal,and(c)netdownwardradiation.
Figure4. Modeleddownwardradiationatsurfaceof Arctic Oceanfor controlandGHGexperiment
for (a) incident solar radiation,(b) absorbedsolar radiation,(c) thermal radiation,and (d) net
radiation.
Figure5. Net heating at surface of Arctic Ocean.

Figure 6. Seasonal cloud cover for Arctic Ocean for control and GHG experiment. Observations

based on Huschke (1969).

Figure 7. Seasonal sea-ice cover for control and GHG simulations and AMIP (see Fig. 2).

Figure 8. Monthly absorbed solar radiation over Arctic Ocean for control (solid line) and GHG

experiment (dashed line) at TOA, in the atmosphere, and at the surface. Observed TOA radiation

from ERBE (dash-dot line).

Figure 9. Monthly thermal radiation emitted over Arctic Ocean for control (solid line) and GHG

experiment (dashed line) at TOA, by atmosphere, and net from surface. Observed TOA emission

from ERBE (dash-dot line).

Figure 10. Seasonal net heating at surface of Arctic Ocean.

Figure 11. Ocean liquid heat transport into Arctic Ocean for control and GHG experiment.

Figure 12. Surface air temperature for control and GHG experiment. Observations based on Shea

(1986).

Table Captions:

Table 1. Arctic Ocean parameters. Cloud optical depth is a linear average of cloudy and clear-sky
conditions.

Table 2. Energy budget of Arctic Ocean (W m-2). Vertical fluxes are positive downward;

horizontal fluxes are positive inward.

Table 3. Energy budget of Arctic Ocean for January (W m-Z).

Table 4. Energy budget of Arctic Ocean for July (W m2).



Table I. Arctic Ocean Parameters. Cloud optical depth is a

linear average of cloudy and clear-sky conditions.

Low Cloud Cover (%)

Totl.Cloud Cover (%)

Cloud Optical Depth

Control

1950-2099

44.325

61.944

6.960

GHG Experiment minus Control

1950-99 2000-49 2050-99

0.736 1.571 4.900

1.126 2.685 7.215

0.233 0.559 1.240

Temp. (C) at 200 mb

Temp. (C) at 500 mb

Temp. (C) at 850 mb

Surf.Air Temp. (C)

Ground Temp. (C)

Ocean Surf. Temp. (C)

-59 892

-35 629

-14 277

-13 082

-12 827

-I 319

-0 015

0 270

0 397

0 576

0 614

0 061

-0.159 -0.021

0.838 1.760

0.989 2.288

1.420 3.411

1.488 3.688

0.127 0.376

Sea Ice Mass (kg/m^2

Ocean Ice Cover (%)

1834.730 -73.070 -185.050 -422.580

86.541 -1.648 -3.908 -10.810



Table 2. Energy Budget of Arctic Ocean (W/m^2). Vertical
fluxes are positive downward; horizontal transports are
positive inward.

Radiation (TOA)
Absorbed Solar
Net Thermal
Net Radiation

Radiation (Atmos.)
Absorbed Solar
Net Thermal
Net Radiation

Atmos.Heat Transport
Dry
Latent
Total

Radiation (Surface)
Incident Solar
Absorbed Solar
Downwd.Thermal

Upward Thermal
Net Thermal

Surface Fluxes
Net Radiation
Sensible Heat
Latent Heat
Precip.Energy
Net Heat

Water Heat Transport
Rivers
Sea Ice
Liquid Ocean

Control GHG Experiment minus Control
1950-2099 1950-99 2000-49 2050-99
.......................

79.71 0.43 1.43 3.17

-192.64 -0.19 0.01 -1.44

-112.94 0.24 1.44 1.73

37.12 0.06 0.22 0.42

-163.69 -0.62 -1.08 -3.66

-126.57 -0.56 -0.86 -3.25

90.26 -0.59 -1.05 -3.33

12.33 0.30 0.73 0.83

102.59 -0.29 -0.32 -2.51

92.71 -0.74 -1.87 -4.63

42.59 0.37 1.21 2.76

231.49 2.90 7.09 17.30

-260.45 -2.47 -6.00 -15.08

-28.96 0.43 1.09 2.22

13.63 0.80 2.30 4.98

-11.51 -0.40 -0.54 -2.90

-9.79 -0.40 -0.55 -2.61

-2.68 -0.05 -0.09 -0.25

-10.35 -0.05 1.12 -0.78

0.07 0.00 0.00 0.00

1.58 -0.02 -0.06 -0.70

9.15 0.30 -1.31 0.61

Net Energy Change 0.44 0.22 -0.25 -0.88



Table 3. Energy Budget of Arctic Ocean for January (W/m^2).

Radiation (TOA)
Absorbed Solar
Net Thermal
Net Radiation

Radiation (Atmos.)
Absorbed Solar
Net Thermal
Net Radiation

Control
1950-2099 1950-99

0.Ii 0.00
-169.28 -0.52
-169.17 -0.52

GHG Experiment minus Control
2000-49 2050-99

0.00 0.00
-0.50 -3.18
-0.50 -3.17

0.08 0.00 0.00 0.00
-129.92 -1.17 -1.03 -6.42
-129.84 -1.17 -1.02 -6.42

Atmos.Heat Transport
Dry 105.92
Latent 7.46
Total 113.38

Radiation (Surface)
Incident Solar 0.00
Absorbed Solar 0.00
Downwd.Thermal 3.63
Upward Thermal -2.98

Net Thermal 0.64

Surface Fluxes

Net Radiation

Sensible Heat

Latent Heat

Precip.Energy

Net Heat

Water Heat Transport

Rivers -0.01 0.00

Sea Ice 2.14 0.17

Liquid Ocean 9.00 0.60

0.i0

0.03

171.91

-211.27

-39.36

-39.33

-9.40

-5.35

-1.71

-55.79

-1.09 -1.86 -7.73

0.59 -0.06 -0.08

-0.51 -1.92 -7.81

0.00 -0.01

0.00 0.00

7.47 23.76

-6.95 -20.51

0.52 3.24

0.64

-0.89

-0.63

-0.16

-1.03

0.52 3.25

-1.91 -8.40

-0.91 -5.16

-0.ii -0.67

-2.42 -10.99

0.00 0.00

0.28 -0.50

-1.34 0.53

Net Energy Change -44.66 -0.27 -3.48 -10.96



Table 4. Energy Budget of Arctic Ocean for July (W/m^2).

Radiation (TOA)
Absorbed Solar
Net Thermal
Net Radiation

Radiation (Atmos.)
Absorbed Solar
Net Thermal
Net Radiation

Atmos.Heat Transport
Dry
Latent
Total

Radiation (Surface)
Incident Solar
Absorbed Solar
Downwd. Thermal
Upward Thermal

Net Thermal

Surface Fluxes

Net Radiation

Sensible Heat

Latent Heat

Precip. Energy

Net Heat

Water Heat Transport

Rivers

Sea Ice

Liquid Ocean

Control

1950-2099

220.49

-221.10

-0.61

GHG Experiment minus Control

1950-99 2000-49 2050-99

0.50 3.19 8.64

0.55 0.90 0.97

1.05 4.09 9.61

93.23 0.18 0.51 0.73

-204.99 0.06 0.03 0.09

-111.77 0.24 0.54 0.81

74.90 0.45 1.95 3.81

21.26 0.90 1.28 1.01

96.16 1.35 3.24 4.81

211.82 -2.18 -2.11 -3.96

127.26 0.32 2.68 7.92

299.59 0.92 1.51 3.03

-315.69 -0.43 -0.64 -2.15

-16.11 0.49 0.87 0.88

111.15 0.81 3.55 8.80

-4.39 0.81 1.59 2.36

-8.18 0.69 1.97 2.65

-3.04 0.10 0.22 0.62

95.54 2.40 7.33 14.43

0.14 0.00 0.01 0.02

0.66 0.03 0.01 -0.49

9.10 0.21 -1.12 0.89

Net Energy Change 105.44 2.64 6.23 14.84
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Figure 3. Top of the atmosphere radiation budget for Arctic Ocean for control and GHG experiment

for (a) absorbed solar, (b) outgoing thermal, and (c) net downward radiation.
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